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On the Nature of DNA-Duplex Stability

Jan Řez$č and Pavel Hobza*[a]

Introduction

The DNA double-helical structure is important for the stor-
age and transfer of genetic information. The structure re-
sults from different noncovalent energy contributions of var-
ious building blocks of DNA, among which the interactions
of nucleic acid (NA) bases play a dominant role. The NA
bases are polar, aromatic heterocycles that interact either
through planar hydrogen bonds or vertical p–p interactions,
resulting in two structural motifs; planar hydrogen bonding
and p stacking. Both motifs are important not only in deter-
mining the architecture of nucleic acid, but also in a much
more general sense. The basic question is: what is the rela-

tive strength of these interactions? It was believed for a
long time that specific hydrogen-bonding interactions origi-
nating mainly from electrostatic effects were dominant,
whereas nonspecific stacking originating from London dis-
persion effects was considered to be energetically much less
significant. Recent accurate, correlated ab initio quantum
chemical calculations have revealed[1] that stacking can be
associated with surprisingly large stabilization energies, com-
parable with those of strong hydrogen bonding. It was even
shown that in the case of adenine-rich DNA sequences, the
hydrogen-bonding and stacking interaction energies are
comparable.[2] The stabilization energies of NA base pairs
are certainly important for DNA stability, as unwinding is
associated with the complete loss of hydrogen bonding and
interstrand stacking, and with a partial loss of intrastrand
stacking. The loss of hydrogen bonding has one additional,
very important consequence. The polar NA bases are now
exposed to water, and because dipole moments of NA are
different (m ACHTUNGTRENNUNG(guanine)�m ACHTUNGTRENNUNG(cytosine)>m ACHTUNGTRENNUNG(thymine)>m ACHTUNGTRENNUNG(ade-
ACHTUNGTRENNUNGnine)), we obtain different guanine···cytosine and ade-
ACHTUNGTRENNUNGnine···thymine solvation energies. Evidently, the DNA-duplex
stability is proportional not only to the stabilization energies
of NA bases, but also to their solvation/desolvation energies.

Recently, Doktycz et al.[3] determined melting tempera-
tures and unwinding free energies for 140 octamer duplexes,
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and predicted their stabilities on the basis of various purely
empirical correlation models, including the nearest-neighbor
model introduced by Breslauer et al.[4] The correlation pa-
rameters (from 12 to 42, depending on the model used), not
reflecting any physical nature of binding, were determined
from a set of 128 duplexes and were later applied to a vali-
dation set of 12 duplexes. The observed unwinding free en-
ergies of these 12 duplexes were predicted with an RMSE
(root mean square error) of 0.35 kcalmol�1.

The aim of the present study was to analyze various con-
tributions to the overall unwinding free energy of duplex
formation on the basis of accurate quantum chemical calcu-
lations of hydrogen-bonded, intrastrand- and interstrand-
stacked NA base pairs, and solvation energies of NA bases.
We are certainly aware that we cannot determine the real
unwinding free energy of the DNA duplex. Our model is
limited to only NA bases, with the remaining components of
the DNA duplex (sugars, phosphates) being ignored. We
also combine the interaction energies of various NA base
pairs with solvation free energies. The sum of both energies
will be first correlated with experimental values of unwind-
ing free energies. The correlation coefficients calculated will
be used later for subsequent prediction. The main advantage
of the present approach is that all interactions of NA bases
(including their solvation) are correctly and accurately de-
scribed. The reason for introducing scaling is that the real
system is very complicated and it is beyond present possibil-
ities to calculate unwinding free energies accurately. It is as-
sumed that neglected factors (e.g., the role of sugars, phos-
phates, entropy) are either similar in all DNA duplexes (like
the role of a backbone) and are, therefore, accounted for in
a fitted constant, or are similar in a DNA duplex and single
strands and are, thus, canceled. A third possibility is that
their sum is proportional to the quantities considered (inter-
action energies of NA bases and solvation free energies of
NA bases) and is, thus, included in the single scaling factor
adopted.

The important advantage of the present procedure is that
it can also be applied to more complicated, unusual, or un-
natural DNA structures for which the empirical correlation
suggested in references [3,4] cannot be used.

Strategy

Because the structures of octamer duplexes are unknown,
we constructed them by using modeling software and opti-
mized them by using molecular mechanics. The geometries
of hydrogen-bonded, intra- and interstrand-stacked NA base
pairs were taken from the double-helix geometries. Stabili-
zation energies of all these pairs were calculated by using
the density functional theory procedure augmented by
London dispersion energy (RI-DFT-D).[5] For both hydro-
gen-bonded and stacked NA base pairs, this procedure
yields very accurate stabilization energies comparable to
benchmark CCSD(T)/complete basis set limit values. Addi-
tionally, stabilization energies were also determined by
using the very fast semiempirical self-consistent charge–den-

sity-functional–tight-binding methods also augmented by
London dispersion energy (SCC-DFTB-D).[6] This method,
which is computationally much more feasible, also provides
reliable stabilization energies for various structures of NA
base pairs.

Although the evaluation of the stabilization energies re-
quires only the knowledge of base-pair geometry (taken
from duplex geometry), solvation/desolvation free energies
are based on a knowledge of geometries of both duplexes
and single strands. Because no experimental evidence con-
cerning single-strand geometry exists, we decided to adopt
the geometry from duplexes. Solvation free energies were
determined by using the C-PCM procedure, which is based
on considering a continuous solvent represented by a dielec-
tric constant. This procedure is known to yield accurate sol-
vation free energies of NA bases and base pairs.[7]

The final (effective) unwinding free energy was construct-
ed as a weighted sum of eight hydrogen-bonding energies
(Eh), 14 interstrand- (Ei) and 14 intrastrand- (Es) stacked en-
ergies, and a contribution to solvation free energy. The
latter term was determined as the difference between solva-
tion free energies of AT and GC pairs multiplied by their
occurrence in the particular sequence. Weighting coefficients
were optimized to fit the calculated DG to the experimental
value over the training set of 128 octamers. The relationship
found was then tested on a validation set of 12 octamers.

Methods

Preparation of model duplexes: The structure of the DNA duplex was
created by using the nucgen program, a part of the AMBER package.[8]

Molecular mechanic (Cornell et al. potential[9]) optimization in implicit
solvent was performed on the constructed structure to refine the se-
quence-dependent geometric properties. A generalized Born model
(GBM),[10,11] considering an implicit solvent, implemented in the
AMBER package, was used, with implicit treatment of counterions.[12]

The concentration of the virtual salt was set to 0.1 mol�1. The NA bases
were then extracted from the optimized structure, and the glycosidic
bond was terminated with hydrogen at an optimal distance.

Interaction energies : The pairwise interaction energies were calculated
by using the RI-DFT-D procedure, which combines the DFT/TPSS/
TZVP interaction energies and empirical London dispersion energy.[13]

Interaction energies were determined as the difference between the ener-
gies of complex and of isolated subsystems; the basis set superposition
error in the present treatment is small and can, therefore, be neglected.
For computational treatment, including the parametrization of the disper-
sion-energy term, see the original paper.[13] The resolution of identity ap-
proximation within the DFT (RI-DFT) was used to improve efficiency,[14]

as implemented in the Turbomole package.[15] Besides the RI-DFT-D, the
semiempirical SCC-DFTB-D (self-consistent charge–density-functional–
tight-binding) method with empirical-dispersion term[6] was also applied.
The latter method is computationally very efficient, which makes it possi-
ble to determine energies for more-extensive systems as well.

Solvation : Because it is difficult to calculate absolute values of solvation
free energy for both the whole duplex and the separate strands of DNA,
we used an additive scheme based on the calculated DDGsolv for one base
pair. Firstly, the DG of solvation (DGsolv) was calculated for smaller
model systems by using a continuum solvent model within quantum-me-
chanical calculations. The C-PCM method[16] implemented in a Gaussian
package[17] based on the HF/6–31G(d) calculations was used with default
optimized solvent parameters (UAHF radii).
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The solvation free energy difference between the AT and GC pairs em-
bedded in DNA was calculated as follows: model trimer duplexes (CGC/
GCG and CTC/GAG) were prepared and neutralized by using the proto-
col described above. Solvation free energy both for the duplex and the
separated strands was determined and the DDGsolv was subsequently eval-
uated:

DDGsolv ¼ DGsolvðduplexÞ�DGsolvðstrand AÞ�DGsolvðstrand BÞ ð1Þ

The geometries of the single strands were considered to be the same as
the geometry of the respective strand in the duplex, because no experi-
mental evidence exists about their structure. We are aware that a single
strand is more flexible than a duplex. However, the octamer strands are
too short to allow any dramatic structural change. The assumption that
the geometry remained unchanged was confirmed by pilot molecular dy-
namic simulations on a single strand; several ns simulations were per-
formed, but practically no geometry changes were detected.

This approximation yielded the lower boundary of the solvation contribu-
tion, neglecting the increased exposition of bases due to the single-strand
flexibility. By knowing the DDGsolv for both trimers being considered, it
was possible to calculate the difference between the CG and AT pairs
(DDDGsolv, denoted in the following text as DG for short) in the DNA
double helix:

DGsolv ðCGÞ ¼ DDGsolv ðCGÞ�DDGsolv ðATÞ ð2Þ

Because the solvation conditions at the end of the duplex are different,
they must be considered separately. The scheme described above was
also applied to these base pairs. As a model, dimers AC/GT and GC/GC
were used, obtaining the value DGsolv

ACHTUNGTRENNUNG(CG,end):

DGsolvðCG,endÞ ¼ DDGsolvðCG,endÞ�DDGsolvðCGÞ ð3Þ

The total contribution of solvation to the DG, DGsolv (sequence) consists
of the value dependent on CG contents, DGsolv(GC) and the correction
for the end pairs, DGsolv

ACHTUNGTRENNUNG(ends):

DGsolvðsequenceÞ ¼ NCG �DGsolvðCGÞ ð4Þ

DGsolvðendsÞ ¼ NCG,end �DGsolvðCG,endÞ ð5Þ

in which NCG is the number of CG pairs in the duplex and NCG,end is the
number of the end CG pairs.

Estimating the DG of DNA-duplex unwinding : To estimate the DG of
dissociation of the duplex in solution, we used calculated interaction en-
ergies and solvation energies (DGsolv). Because the DGsolv is a relative
value describing the contribution of the basis only, a constant K of an un-
known value was added. This constant also includes all the other se-
quence-independent contributions. The sums of interaction energies were
scaled by the coefficients c to fit the range of experimental values. The
final equation is:

DG ¼ K þ chðEh þDGsolvðsequenceÞ þDGsolvðendsÞÞ
þciðEi þ csÞEs

ð6Þ

in which ch is a coefficient describing the weight of hydrogen bonding
corrected for the effect of solvation, whereas ci and cs describe the weight
of interstrand and intrastrand stacking, respectively, in the duplex. Notice
that the hydrogen-bonding term includes all the solvation-free-energy
change related to duplex dissociation (assuming there is no change in the
single-strand structure) and the stacking-related terms are not corrected.

The unknown values of K, ch, ci, and cs were optimized to fit the experi-
mentally measured values of unwinding free energies (the standard error
of DG measurements[3] is reported to be 0.12 kcalmol�1) for structures in
the training set. These coefficients include all the contributions not cov-
ered by our calculations, such as the effect of entropy. Entropy disfavors
complex formation, or in other words, it compensates the stabilization
energy.[3,18] The RMSE between the calculated and experimental data

was minimized by the fitting procedure. All the optimized values were
constrained to be non-negative to conserve the physical meaning of the
contributions.

The equation obtained was then applied to the validation set of 12 struc-
tures not included in the training set, and the RMSEval was determined.

Results and Discussion

Interaction energies : Table 1 shows averaged total hydro-
gen-bonding, interstrand- and intrastrand-stacking energies
determined by using RI-DFT-D and DFTB-D methods for

128 octamer structures in a training set. Hydrogen-bonding
energies determined by the latter method are underestimat-
ed by approximately 20%, whereas both stacking energies
agree reasonably well with reference data. For the present
purposes of approximating the DG, absolute values of inter-
action energies are not important, as the constant difference
is accounted for by the fitted coefficients c and K. The cor-
relation between the sum of pairwise interaction energies of
a particular type of interaction obtained from both computa-
tional methods is very good (R2(Eh)=0.9999, R2(Ei)=
0.9903, and R2(Es)=0,9949). Evidently, the difference is neg-
ligible and the cheaper DFTB-D energies can be used safely
in this application. From Table 1 it is clear that hydrogen-
bonding energies are more important than stacking energies,
but the order of magnitude is the same. In the case of the
RI-DFT-D method, the stacking energies form 48% of the
hydrogen-bonding energies, and for DFTB-D this ratio is
even larger (67%, see Table 1). It should be mentioned that
the former energies will be affected (reduced) by solvation
much more than by stacked energies (see below). A detailed
list of interaction energies for all 128 octamers is shown in
Table 1 of the Supporting Information. Upon investigating
these data, we found surprising complementarity in stacking
energies—high values of intrastrand stacking are accompa-
nied by low interstrand stacking and vice versa (see
Figure 1). The sums of these energies are, thus, very similar.
Notably, a similar conclusion based on a much lower
number of DNA structures was reached in one of our previ-
ous papers.[19]

Solvation : The calculated values of the DGsolv for model
trimer and dimer duplexes, as well as for the isolated base
pair, are listed in Table 2. The difference between CG and
AT pairs, DGsolv(CG), was calculated for each case. The GC

Table 1. Average total interaction energies (DE) in a set of 128 DNA oc-
tamers, and their values relative to hydrogen bonding (Erel).

DE [kcalmol�1] Erel (% of H bonding)
RI-DFT-D DFTB-D RI-DFT-D DFTB-D

H bonding �204.2 �160.8 100 100
H bonding+ solvation �179.3 �135.9 88 85
interstrand stacking �21.3 �20.5 10 13
intrastrand stacking �78.0 �86.1 38 54
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pair in the gas phase is considerably more stable than the
AT pair (by 17.2 and 14.9 kcalmol�1 for the RI-DFT-D and
DFTB-D methods, respectively). Because the sum of dipole
moments of guanine and cytosine is larger than that of ade-
nine and thymine, the CG base pair is more destabilized by
solvation than the AT pair. The difference in solvation free
energy is largest for the isolated pairs that are fully exposed
to water and amounts to about 14 kcalmol�1. Thus, the men-
tioned substantial energy preference of the GC pair over
the AT pair is almost completely compensated by solvation
(the sum of the averaged interaction-energy difference and
DGsolv(CG) equals 3.0 and 0.8 kcalmol�1 for the two meth-
ods, respectively). The value of the DGsolv(CG) term is re-
duced when the base pair is not free but is embedded inside
the DNA. Bases are now less exposed to water, but the
DGsolv(CG) value is still substantial (more than 8 and 5 kcal
mol�1 for the dimer and trimer, respectively). The corre-
sponding contribution of the CG pair located at the end of
the helix (DGsolv

ACHTUNGTRENNUNG(CG,end)) amounts to 3.0 kcalmol�1. The
average hydrogen-bonding energy in the set of octamers cor-
rected for the solvation is listed in Table 1 and amounts to
about 88 and 85% of the gas-phase interaction for the RI-
DFT-D and DFTB-D methods, respectively.

Estimation of the change in unwinding free energy : To dem-
onstrate the role of various energy components in the total
change in unwinding free energy, we plotted the sums of in-
teraction energies against the experimental DG (Figure 2).
It is clear that all the components (Figure 2d) should be in-

cluded to obtain the correlation
with the unwinding free energy.

To improve the results and
scale them to the range of ex-
perimental values, the fitting
procedure (weighting each con-
tribution individually) was sub-
sequently used, as described
above. We enhanced the model
in five levels to demonstrate
the importance of all the contri-
butions (see Table 3). The qual-
ity of each model is judged by
the correlation coefficient R,

the RMSE for both training and validation sets, and the
standard error for each optimized parameter (except level 2,
at which a constrained optimization was applied).

Level 1: We considered only hydrogen bonding, corrected
for solvation, and interstrand stacking. Intrastrand stacking
and solvation were neglected. This level corresponded to
the interaction of two strands, for which all intrastrand inter-
actions were neglected, scaled by ch and biased by K to fit
the DG range. These values were optimized and the others
were constrained: ci was set to be equal to ch, and cs was
equal to zero. No correlation was observed at this level
(R2=0.36), which indicates that although the contribution of
interstrand interactions (hydrogen bonding plus interstrand
stacking) is important, it is not sufficient to consider only
this term.

Figure 1. Complementarity of intrastrand and interstrand stacking energies in DNA octamer duplexes.

Table 2. Solvation-free-energy change [kcalmol�1] upon dissociation cal-
culated for different molecular fragments by using the C-PCM proce-
dure.

Structure DDGsolv DGsolv(GC)

trimer CTC/GAG 58.7
trimer CGC/GCG 63.8 5.1
dimer AC/GT 56.1
dimer CC/GG 64.2 8.1
A/T 11.5
C/G 25.6 14.1

Figure 2. Sums of total interaction energies a) Eh, b) Eh+Ei, c) Eh+Ei+

Es, d) Eh+Ei+Es+DGsolv plotted against the DG of unwinding.
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Level 2 : In the next step, all the constraints introduced at
level 1 were preserved, with the exception of the ci coeffi-
cient, which was now freely optimized. Although the RMSE
value of 0.46 and R2=0.84 suggest a correlation (considera-
bly better than in the previous case), the coefficient ci be-
comes zero after optimization, and the present model con-
siders again only hydrogen bonding between two strands. A
plot of the calculated DG against the experimental values
(Figure 3) shows well-differentiated groups of sequences
with the same contents of CG pairs, and, due to the solva-
tion, different end pairs.

Level 3 : Stacking within one strand was now considered
to be a part of duplex stabilization and, consequently, the
value of the coefficient cs was also optimized. The constraint
ci=ch, used at level 1 was applied again. Table 3, column 4
shows a significantly improved correlation (R2=0.91).

Level 4 : At this level, all the variables (K, ci, ch, and cs)
were optimized independently, which resulted in the lowest
value of RMSE and the best correlation (Table 3, column 5;
Figure 4). Surprisingly, the RMSE of the validation set in-
creased relative to the previous level. This might be ex-
plained by the fact that these DG values are not distributed

evenly within the observed
range, but cover the higher
values only.

Let us now discuss the weight
of the single energy contribu-
tions obtained at the present
(most accurate) level. For this
purpose, the average interaction
energies of interstrand and in-
trastrand stacking (Table 1)
weighted by the optimized
values of respective coefficients
were set relative to the average
hydrogen-bonding energy
weighted by the coefficient ch:

ri ¼ ðEavg
i � ciÞ=ðEavg

h � chÞ ð7Þ

rs ¼ ðEavg
s � csÞ=ðEavg

h � chÞ ð8Þ

The calculated ri, which describes free-energy contribution
related to interstrand stacking, amounts to 33% of the hy-
drogen-bonding value, although the respective interaction
energy itself corresponds to only 10% of the hydrogen-
bonding value (Table 1). The explanation is very complex
and beyond the scope of our calculations, but two contribu-
tions could be pointed out. The first is the solvation of the
basis, which weakens the free energy of hydrogen bonding.
This is included in our model by introducing the DGsolv con-
tribution. The second one is the entropy of a complex for-
mation. A hydrogen-bonded base pair is a rather rigid struc-
ture, whereas the stacked structures have more conforma-
tional freedom and, thus, a higher entropy term.

The calculated rs, which describes the free-energy contri-
bution related to intrastrand stacking, is even more impor-
tant and amounts to 119%. In addition to the entropy term
described in the previous paragraph, the structure of a
single DNA strand is of key importance here. Because there
is no generally defined geometry of a single strand of DNA
that could be used as a model, we are only able to make an

Table 3. Fit of RI-DFT-D results to experimental unwinding energies [see Eq. (6)]. Optimized variables are
shown in bold type. Standard errors of the coefficients are presented in parenthesis.

Level 1 2 3 4 5

K 7.79 (�1.21) 14.57 20.42 (�0.66) 27.36 (�1.50) 29.21 (�1.4)
ch 0.05 (�0.01) 0.09 0.08 (�0.003) 0.06 (�0.004) 0.08 (�0.005)
ci =ch 0.00 =ch 0.19 (�0.02) 0.20 (�0.02)
cs 0 0 0.09 (�0.003) 0.19 (�0.02) 0.19 (�0.02)
DGsolv(GC) 5.12 5.12 5.12 5.12 8.02
DGsolv

ACHTUNGTRENNUNG(GC, end) 3.02 3.02 3.02 3.02 0.24
R2 0.36 0.84 0.91 0.92 0.92
RMSE (training set) 0.94 0.46 0.36 0.33 0.32
RMSE (validation set) 0.92 0.37 0.30 0.38 0.41
ri 33% 27%
rs 43% 119% 97%

Figure 3. Estimate of DG based on solvation-corrected hydrogen-bonding
energies plotted against experimental values.

Figure 4. Estimate of DG composed from all calculated contributions
plotted against experimental values.
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assumption based on the results of the fit. The stabilizing
effect of intrastrand stacking is surprisingly high, which
could be attributed to a substantial loss of the stacking inter-
action in a single strand, due to its flexibility and the solva-
tion of the basis.

Level 5 : Contrary to previous levels, both solvation terms
DGsolv were optimized. The resulting value (Table 3, column
6) of DGsolv(CG) (8 kcalmol�1) is in good agreement with a
predicted range of solvation contributions (5–14 kcalmol�1

for the base pair in DNA and when fully solvated, respec-
tively). The introduction of a new, freely optimized variable
into the model yields reasonable results, which supports the
robustness and physical significance of the model. The lower
value of DGsolv

ACHTUNGTRENNUNG(CG,end) can be attributed to the dynamic
nature of DNA melting. Because the melting usually starts
at the end of the oligomer, the strength of the hydrogen
bonding at the end pair is more important, which is reflected
in the present model by the lower destabilizing contribution
for the end pairs.

Finally, we will discuss the most obvious errors arising
from approximations used in our model. Firstly, we include
only the interaction between DNA bases, assuming there is
no sequence-dependent contribution to the overall stability
originating in the backbone. Secondly, the DGsolv term does
not reflect the geometry change of a DNA strand upon dis-
sociation. This problem is addressed by the optimization
performed at level 5, and the resulting value is in good
agreement with calculations. Thirdly, the intrastrand-stack-
ing contribution is calculated as a scaled value of the inter-
action in a duplex. The correct procedure would be to use
the difference between stacking energies in duplex and
single-strand geometries. It might seem to be a rough ap-
proximation, but the only error introduced is the sequence
dependency of the difference, which is expected to be low.

As well as the RI-DFT-D procedure, the cheaper DFTB-
D procedure (only interaction energies were recalculated
and solvation energies were kept unchanged) was also ap-
plied. The results of the fitting procedure performed at
levels 1–5 are summarized in Table 4. Although the DFTB-
D results are not as accurate as the RI-DFT-D ones and the
differences were shown above, the correlation and RMSE
results were only slightly poorer. We assign this to the sys-

tematic nature of the error, which is then handled by the fit-
ting procedure.

Conclusion

1) Deep complementarity between intrastrand and inter-
strand stacking energies was observed over a large set
(128) of DNA octamers exhibiting different sequences of
DNA bases. The sum of both stacking contributions was
almost constant (�99�2.8 kcalmol�1), whereas single
components varied to a much larger extent (�10.7 kcal
mol�1).

2) Close correlation between the sum of interaction and
solvation energies on the one hand and DNA stability on
the other was observed. All energy components, includ-
ing the stacking ones, should be determined, however, as
accurately as possible. The recently developed RI-DFT-
D procedure was used for the calculation of hydrogen-
bonding and stacking-interaction energies. The semiem-
pirical DFTB-D method also exhibits satisfactory results;
this method is very efficient and is, therefore, suitable
even for large systems. The C-PCM method was used at
the HF level for determining the solvation free energy.

3) The analysis of the terms contributing to the overall
DNA stability obtained from our model confirmed the
importance of both inter- and intrastrand stacking. Espe-
cially intrastrand stacking was found to be the major
energy contribution to DNA-duplex stabilization. Our
calculations also support the fact that the CG pair con-
tent in a sequence is not decisive for DNA stability. The
present calculations clearly show the compensation of
the strong hydrogen bonding by the favorable solvation
of CG pairs.
Themodel proposed is suitable for the prediction of the
DG of DNA denaturation, and unlike in the case of fully
empirical models, it can be extended easily to unusual
DNA structures containing, for example, mismatched or
unnatural base pairs.
Incontrast to the nearest-neighbor model, in which the
coefficients resulting from the fitting procedure are non-
unique and have no physical meaning, coefficients in our

model are directly linked to
calculated variables, and,
therefore, represent the rel-
ative importance of particu-
lar interactions. Our model
also requires far fewer pa-
rameters (max. 6, depending
on the level used), relative
to the 12–42 necessary for
empirical models presented
in reference [3].

4) The weights of all calculated
contributions were opti-
mized to best fit the unwind-
ing free energies over a

Table 4. Fit of DFTB-D results to experimental unwinding energies [see Eq. (6)]. Optimized variables are
shown in bold type. Standard errors of the coefficients are presented in parenthesis.

Level 1 2 3 4 5

K 3.58 (�1.17) 13.76 22.72 (�0.74) 28.62 (�2.02) 32.28 (�1.95)
ch 0.04 (�0.01) 0.12 0.10 (�0.003) 0.09 (�0.01) 0.14 (�0.01)
ci =ch 0 =ch 0.18 (�0.03) 0.18 (�0.02)
cs 0 0 0.11 (�0.003) 0.17 (�0.02) 0.17 (�0.02)
DGsolv(GC) 5.12 5.12 5.12 5.12 8.74
DGsolv

ACHTUNGTRENNUNG(GC, end) �3.02 �3.02 �3.02 �3.02 �0.77
R2 0.41 0.92 0.95 0.95 0.96
RMSE (training set) 1.07 0.46 0.36 0.35 0.35
RMSE (validation set) 1.22 0.53 0.39 0.40 0.50
ri 20% 14%
rs 40% 73% 49%
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training set of 128 DNA octamers and were tested on a
validation set of 12 octamers. In the original paper,[3] the
RMSE was found by using the fully empirical nearest-
neighbor model to be 0.35 kcalmol�1 for the validation
set and 0.8 kcalmol�1 for the training set. We obtained
the best value for the validation set, RMSE=0.30 kcal
mol�1, by using the level 3 model on the RI-DFT-D data.
Surprisingly, the higher level of the model yielded slight-
ly poorer results (RMSE of 0.38 and 0.41 kcalmol�1 at
levels 4 and 5, respectively), whereas the correlation and
RMSE over the training set were better than both our
lower-level models and the nearest-neighbor empirical
model. The DG values in the validation set cover only
the upper part of the range of the DG found in the train-
ing set, and some of them are even above the range. A
comparison based on RMSE over such an unbalanced
validation set is not a good measure, and we are con-
vinced that higher-level models would yield better results
if applied to a more-extended set of structures.
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